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1 Introduction

In her speech to the International Competition Network in May 2022, Lina Khan—Chair of the

Federal Trade Commission (FTC)—identified three key areas in which merger enforcement in

its current form has no bite and where she seeks adjustments in the future, among them the

assessment of non-horizontal mergers. While explicitly referring to “deals that might be de-

scribed as [..] conglomerate”, she said that “[w]e must examine how a range of strategies and

effects, including extension strategies and portfolio effects, may warrant enforcement action.”1

Her approach to intensifying merger enforcement is part of a larger policy agenda of US Presi-

dent Joe Biden to reverse trends that led to “less competition” and “more concentration” in the

previous decades.2

Although the portfolio power theory, sometimes referred to as range or portfolio effects, is

not new, the literature lacks a clear definition of what it means by these effects.3 The idea is

usually that if two firms sell their products to the same downstream firms, a merger can benefit

them even if their product portfolios do not overlap before the merger. In other words, the

increase in the sheer size of a firm’s product portfolio can change market outcomes, leaving

aside possible substitutability and complementarity considerations within the portfolio.

The channel that is often discussed in this context builds on the idea that up- and down-

stream firms negotiate with each other over terms of supply. These terms of supply can include

financial payments, such as linear wholesale prices or lump sum transfers, but can also include

non-financial variables. For instance, the downstream firm could spend more effort on promot-

ing and selling the upstream firm’s products. A merger can benefit merging upstream firms by

a shift in the so-called gains from trade, that is, the additional gain in profit for a bargaining

party due to a collaboration with a firm on the other market side. The idea is that a bargaining

breakdown becomes increasingly costly for a downstream firm after the merger because the

downstream firm now loses access to the products of both upstream firms and not just to those

of a single firm. This increases the incentives for the downstream firm to settle the negotiation

with the merged upstream entity and gives the merged entity the possibility to demand larger

concessions, such as in the form of a larger effort or smaller financial transfers.
1A text version of her speech can be found at https://www.ftc.gov/system/files/ftc_gov/pdf/Remarks%2

0of%20Chair%20Lina%20M.%20Khan%20at%20the%20ICN%20Conference%20on%20May%206%2C%202022_final.pdf

(last accessed on October 2, 2023).
2At the beginning of her speech, Lina Khan herself referred to Biden’s agenda, saying, among others: “As you

know, competition law in the United States is currently in the midst of a broad and sweeping reassessment. The
significance of this reassessment is perhaps best embodied by President Biden’s issuance last summer of an Executive
Order on Promoting Competition in the American Economy.” In his remarks on the executive order, Biden said: “But
what we’ve seen over the past few decades is less competition and more concentration that holds our economy back.
We see it in big agriculture, in big tech, in big pharma. The list goes on” (see https://www.whitehouse.gov/bri

efing-room/speeches-remarks/2021/07/09/remarks-by-president-biden-at-signing-of-an-executive-o

rder-promoting-competition-in-the-american-economy/, last accessed on October 2, 2023).
3While the OECD (2001) reports a lack of a clear definition, Watson (2003) cites a definition used by the Office

of Fair Trading (UK) in a merger case. However, even Watson (2003) acknowledges that “the scope of the concept
is somewhat uncertain.”
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The approach of the current US administration and FTC leadership has reminded some an-

titrust scholars of the “big is bad” doctrine that played an essential role in pre-Chicago merger

enforcement in the 1960s and 1970s and has raised concerns that merger enforcement in the

future may be less based on economic theory. One reason for this impression is clearly that Lina

Khan herself referred to this period in her speech.4 While she tried to correct this impression

later,5 part of the perception might also be a strong conflict that raged among antitrust scholars

in North America and the EU around the turn of the millennium. At this time, the European

Commission used the portfolio power theory in its assessment of multiple merger cases, the

most famous one being General Electric/Honeywell. While some US scholars deemed the port-

folio power theory to be driven by the pre-Chicago “big is bad” thinking and concluded that the

decision by the European Commission to block the merger was not based on economic theory

(see, for instance, Evans and Salinger, 2002; Patterson and Shapiro, 2001), others pointed to a

wrong understanding of the underlying theory and argued that the analysis of economic models

does support the decision (see, for instance, Choi, 2001; Reynolds and Ordover, 2002).

Interestingly, while the General Electric/Honeywell decision led to a heated and (to some

extent) also fruitful debate about the potentially pro- and anti-competitive effects stemming

from the portfolio power theory, surprisingly little empirical research has been conducted since

then to assess the presence, direction, and size of portfolio effects in practice (two notable

exceptions discussed below). In light of the latest developments in the US, this paper seeks

to revisit the portfolio power theory in the context of the US consumer packaged goods retail

industry. I study 57 mergers between manufacturers and analyze the impact on the interactions

with the retailers and market outcomes.

The mergers in my sample have two characteristics that make them particularly useful for

studying possible portfolio effects. First, they are usually cross-category mergers, meaning that

the manufacturers have (almost) no overlap in the product categories in which they were ac-

tive before the merger. Thus, these mergers would likely be classified as conglomerate mergers

by antitrust practitioners and are not affected by horizontal merger effects stemming from a

reduction in the number of competitors. Second, many mergers are characterized by strong

asymmetries in manufacturers’ pre-merger sales to various retailers. I take these pre-merger

sales as proxies for the bargaining positions of the manufacturers in negotiations with the re-

tailers. My approach follows the idea that if two manufacturers merge and one manufacturer

has a better pre-merger bargaining position with a retailer than the other, the manufacturer
4In her last sentence, before referring to the portfolio effects, she said: “While the U.S. antitrust agencies ener-

getically grappled with some of these dynamics during the era of industrial-era conglomerates in the 1960s and 70s,
we must update that thinking for the current economy.”

5The reservations of other scholars resulted not only from her speech but also from a number of other statements
and actions on her side. The news article “FTC chair defends track record on antitrust challenges, says big isn’t
categorically bad” documents one example of her attempt to reverse this impression. It can be found at https://
www.cnbc.com/2023/07/24/ftc-chair-lina-khan-defends-track-record-on-antitrust-challenges.html

(last accessed on October 2, 2023)
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with the weaker pre-merger bargaining position may benefit from the merger because the joint

bargaining position yields an improvement compared to the pre-merger situation.

I provide evidence that manufacturers with weaker pre-merger bargaining positions tend to

benefit from mergers, while manufacturers with stronger pre-merger bargaining positions tend

to be harmed. These benefits (and losses) come through increases (decreases) in revenues,

which are almost entirely driven by increases (decreases) in the quantities sold and not by

changes in prices. To dig further into possible mechanisms behind these results, I then use the

work of Döpper et al. (2023) to derive measures for marginal costs and non-price characteris-

tics of the products. I provide evidence that changes in marginal costs do not drive portfolio

effects but that changes in the non-price attributes play a crucial role. I link these findings to

two possible explanations related to the portfolio power theory: My first explanation builds

on the argument outlined above that a merger shifts the gains from trade, which increases the

incentives for the retailers to settle negotiations with the merging manufacturers and to make

larger concessions to the merged entity. In the consumer packaged goods retail industry, nego-

tiations are usually not just about financial payments but also about the effort that a retailer

puts into selling and promoting the manufacturers’ products. These efforts can take the form

of more or better shelf space or increased in-store promotional activities. If a product is more

heavily promoted or better placed on the shelf, this could increase consumers’ perception of

the quality of the manufacturers’ products, leading to a larger number of sales. The second

channel is that manufacturers can achieve synergy gains by joining forces in the organization of

a joint distribution network. This also increases the incentives for retailers to spend more effort

on the products of the merging manufacturers because stockouts (or similar problems) are less

likely to occur. Finally, I briefly discuss why two alternative explanations—increased (retailer-

independent) advertising spending and efficiency gains beyond the distribution network—are

less likely to explain the documented patterns.

For future versions of this paper, I intend to provide a structural model that helps clarify the

mechanism behind the documented patterns and assess the implications for welfare and profit

sharing among manufacturers and retailers in order to discuss the pro- or anti-competitive

nature of the portfolio effects in the context of the US consumer packaged goods retail industry.

Concerning the related literature, two other papers studying the portfolio effects of con-

glomerate mergers are worth mentioning. Park (2009) and Chunga and Jeon (2014) study

four and five mergers between South Korean beer and soju manufacturers, respectively. While

the South Korean beer market is dominated by a small number of large manufacturers, past

and current regulations have led to a market structure with strong regional players in the soju

market (one strong regional player per region). Park (2009) uses a structural demand model to

investigate the presence of portfolio effects and finds no evidence for such effects. In contrast,

Chunga and Jeon (2014) use a reduced-form approach and a slightly different set of mergers.

They provide evidence that large beer manufacturers are able to leverage their size in some
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regions to push the products of the integrated soju manufacturers to wholesalers if the soju

manufacturers did not have a strong position in the region prior to the mergers. The fact that

this effect is only present if the soju manufacturers were small competitors in the respective

regions before the mergers suggests that the portfolio effect helps to increase local competition

and thus may be pro-competitive. This paper differs from the contributions of Park (2009)

and Chunga and Jeon (2014) in numerous respects. For instance, the soju market is heavily

regulated (for instance, ban on wholesale price discrimination and ban on TV and radio ad-

vertising), while most of the product categories in my study experience rather little regulation

(if any). In addition, I consider a much broader set of mergers as well as a large number of

product categories, and while the aforementioned studies only analyze the impact on market

shares, I consider various other market outcomes.

My study also contributes to the literature on cross-market mergers, that is, mergers be-

tween firms that operate in different (geographic or product) markets and, therefore, would

usually not raise concerns by antitrust authorities. Cross-market mergers have recently at-

tracted the attention of scholars in health economics. Lewis and Pflum (2017) and Dafny et al.

(2019) provide empirical evidence that cross-market hospital mergers can impact market out-

comes and lead to price increases. Both studies are similar to this paper in that they provide an

in-depth analysis of the interplay between merging upstream firms and downstream intermedi-

aries that bundle the upstream products. However, this paper differs from these studies in that

it focuses on a lack of overlap in product rather than geographic markets, deals with a different

industry, and documents the effects of cross-market mergers on revenues that are driven by

changes in quantities rather than prices (and thus by changes in the non-price characteristics

of the products).

Another strand of literature that has similarities to the one on cross-market mergers deals

with cross-border mergers, that is, mergers of firms located in different countries. While some

of these mergers may also be affected by a market overlap, others are not, so the literature

on cross-border mergers is often concerned with discussing merger effects that arise in the

absence of overlapping (geographical) markets. For instance, Guadalupe et al. (2012) study

the impact of cross-border acquisitions on Spanish manufacturing firms and find that acquired

firms’ innovation activities increase post-merger. One channel that they identify is that the

acquired firms gain better access to foreign markets through their new parents. This is similar to

one of the channels that I discuss in Section 5, where the acquired targets benefit in negotiations

with the retailers and are able to increase the effort provided by the retailers.

Finally, this paper also contributes to recent discussions about the effectiveness of antitrust

enforcement in the EU and the US. Bhattacharya et al. (2023) use the same scanner data as in

this study (NielsenIQ) in combination with the SDC Platinum merger database from Thomp-

son Reuters to analyze the effects of mergers that might be potentially relevant for antitrust
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authorities.6 They use a structural model that allows them to evaluate counterfactual scenarios

in which they can vary the intensity of merger enforcement and find that an increase in the

intensity would lead to a substantial reduction in Type II errors, however, at the expense of a

much larger number of cases to be examined. In another study, Affeldt et al., 2021 focus on

potential efficiency gains from mergers, which are often used as a defense against potential

merger remedies and prohibitions. They conclude that “[c]ompensating efficiencies appear to

be simply too large to be achieved by real world mergers [..].” My paper fits into this strand of

literature in that I provide evidence for the existence of merger effects that are often ignored by

antitrust authorities. If these effects benefit consumers, they could be used by the merging firms

as an additional defense tool. If, in contrast, these effects harm consumers, antitrust authorities

might want to block an even larger number of mergers.

The remainder of this paper is structured as follows: Section 2 describes the data. Section

3 introduces three important definitions (Subsection 3.1), provides insights about the cross-

category activities of the manufacturers (Subsection 3.2), and documents the effects of cross-

category mergers on directly observable outcomes like revenues, quantities, and prices (Subsec-

tion 3.3). Since the scope of directly observable market outcomes is limited, I then use the work

of Döpper et al. (2023) to shed some light on other measures like marginal costs in Section 4. In

doing so, I first describe the model (Subsection 4.1) and the empirical strategy (Subsection 4.2)

before extending my analysis of the effects of cross-category mergers in Subsection 4.3. Finally,

I discuss possible mechanisms that can drive these results in Section 5 before summarizing my

main findings in Section 6.

2 Data

A common problem of empirical studies of vertical chains is that contracts between up- and

downstream firms are typically not observed, and data on the vertical relations is missing.

Therefore, most of the IO literature combines structural models based on assumptions about

firm conduct with data on consumer behavior. My analysis follows this approach and uses two

widely used data sets for the US consumer packaged goods retail industry that are provided

by NielsenIQ in collaboration with the Kilts Center for Marketing Data Center at the University

of Chicago. Both data sets provide information about the consumers’ purchasing decisions in

a large variety of product categories.7 The product categories cover both food and non-food

products, such as ready-to-eat cereals, shampoo, and bottled water. The difference between the

data sets stems from the source from which the data originates.
6Another study that uses the NielsenIQ data set in combination with SDC Platinum is Majerovitz and Yu (2023).

The authors focus on the average horizontal merger, which is characterized by strong asymmetries, typically includ-
ing a small target and a large acquirer.

7NielsenIQ distinguishes between three different product group classifications. I follow Döpper et al. (2023)
and use the so-called product modules as an approximation for the product markets. I will refer to these product
markets as (product) categories.
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The first data set—the so-called Retailer Panel—is directly reported by a large set of US

retailers. Each retailer provides weekly sales information for its stores. The sales are reported

at the level of bar codes where a bar code is defined by the Universal Product Code (UPC).

The sales information is complemented with additional information about store, retailer, and

product characteristics. The retailers can be categorized into different retail channels. For this

analysis, I restrict my attention to food stores, mass merchandisers, and drug stores8.

The second data set is the so-called Consumer Panel and contains information about shop-

ping trips of individual households. The households in the sample participate in a program

operated by NielsenIQ and report the data themselves. The information about the purchase

of a product is complemented by additional information about household, shopping trip, and

product characteristics. The households can be reweighted so that they are representative of

the US population with respect to a number of observable demographic characteristics.

The different data sources come with different advantages and disadvantages. The Retailer

Panel is a useful starting point for my analysis since it covers a large portion of the total house-

hold spending in the industry. It does, however, not contain information about the relationship

between household characteristics and purchasing decisions because sales are aggregated at the

store level. Therefore, it seems reasonable to complement the Retailer Panel with the Consumer

Panel if information about individual factors is required.

Döpper et al. (2023) use this strategy to analyze the evolution of market power in the US

consumer packaged goods retail industry. To this end, they estimate BLP-style demand systems

for 133 product categories between 2006 and 2019. I follow their approach in the sense that

I perform the same steps to process the raw NielsenIQ data sets and adopt their estimation

strategy to gain insights beyond what can be learned from directly observable measures. More

precisely, their approach allows me to recover a measure for marginal costs and a metric to

quantify the impact of product characteristics other than the price on consumers’ decision-

making.

Döpper et al. (2023) use the Retailer Panel to calculate product-level market shares across

different regions9 and retail outlets. Their analysis focuses on 133 product categories, and in

each product category, they aggregate the data along three dimensions. First, they choose a

different product definition than the UPCs and aggregate sales to the brand level. The reason

is that UPCs are often very narrowly defined and do not correspond to what the consumer

perceives as a product.10 For instance, there can be different package sizes of a product and

each package size can have a different UPC. This leads to a large number of UPCs, which
8These are the retail channels for which NielsenIQ provides good coverage for all years. The other product

channels that I exclude are dollar, club, convenience, and liquor stores.
9Döpper et al. (2023) focus on the 22 largest Designated Market Areas, which are coherent areas defined by

Nielsen based on media markets. The idea is that consumers in each region are exposed to the same marketing
campaigns because they are served by (almost) the same newspapers and TV and radio stations.

10Döpper et al. (2023) provide a list of examples of what brand names look like in the dataset (for instance, see
their footnote 12).
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makes it difficult to infer cross-substitution patterns in practice. Aggregating to the brand level

substantially lowers the number of products in a category and allows to circumvent problems

related to the large number of alternatives. Döpper et al. (2023) further restrict their attention

to the 20 top-selling brands and consolidate the remaining brands into a fringe brand. Second,

they aggregate the sales across multiple stores of a retailer in a region. This allows to reduce

the likelihood of zero market shares (as discussed in, among others, Dubé et al., 2021 and

Gandhi et al., 2023) and to keep the data set at a manageable size. Third, they consolidate

weekly sales into quarterly sales. This also serves the purpose of a lower likelihood of zero

market shares and, in addition, allows to better account for potential concerns arising from the

stockpiling behavior of households (as discussed in, among others, Hendel and Nevo, 2006).

The three aggregation steps lead to a data set where, for each product category and year,

one observation is provided for each brand sold at a retailer in a region in a quarter. For my

reduced-form regressions, I further aggregate the data across regions and quarters so that I

have brand-retailer-specific metrics for each category and year.

This consolidated data set lacks a link between household characteristics and consumers’

purchasing decisions. However, this link is important to account for heterogeneity in con-

sumers’ responses to price differences and changes, thereby preventing the estimation of rich

substitution patterns. Döpper et al. (2023) use the Consumer Panel in two ways to add this

heterogeneity component to the data. First, they calculate the annual distribution of household

characteristics at the regional level. In doing so, they restrict their attention to two characteris-

tics, namely the household income and a variable indicating whether a household has children

or not. Second, they calculate so-called micro-moments that are used to capture heterogeneity

in the target audience of the brands. A micro-moment corresponds to the average characteristic

of a consumer buying a certain brand. Döpper et al. (2023) calculate micro-moments for all

brands in all product categories and allow them to vary across regions and time.

Finally, three other data sets complement the NielsenIQ data. First, Capital IQ provides a

snapshot of ownership information that allows to link brands to manufacturers. Based on this,

the Zephyr merger database allows to identify mergers in the sample and keep track of changes

in ownership over time.11 Finally, Döpper et al. (2023) use a Consumer Price Index (CPI) to

deflate all monetary measures (like prices). The CPI12 used in the analysis excludes most of

the product categories in the sample so that changes in monetary measures can be interpreted

(roughly) as relative to changes in the prices of other goods in the economy.
11The compilation of ownership information in Döpper et al. (2023) is not ideal for my analysis because I do not

have information about the owners of the brands that are collapsed into the fringe brand. In addition, information
about changes in ownership is available only at the annual level but not at the quarterly level. I am currently
working on more detailed ownership information so that this problem is likely to be fixed in future versions of this
paper.

12The CPI used in the analysis is the “Consumer Price Index for All Urban Consumers: All Items Less Food and
Energy in U.S. City Average”. See https://fred.stlouisfed.org/series/CPILFESL (last accessed on October 2,
2023) for details.
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3 Cross-Category Activities and Mergers

3.1 Definitions

Cross-category activities of firms are at the core of my analysis. To avoid any confusion about

what I mean by cross-category activities or cross-category mergers, I introduce three definitions.

I start with a terminology that describes the activities of firms in two or more product categories.

Definition 1. A firm is said to be “active cross-category” if its products belong to more than one
product category.

The primary objective of this definition is to describe the activities of manufacturers. The

reason is that—as I will demonstrate below—there is large heterogeneity in the firms’ product

assortment on the manufacturers’ side. The definition is, however, also applicable to retailers.

All retailers are active in a large variety of product categories and can thus be considered as

being active cross-category.

Next, I turn the focus to mergers.

Definition 2. If two or more firms merge, the merger is said to be a “cross-category merger” if at
least one product category exists in which only one of the merging parties was active prior to the
merger.

My analysis solely focuses on mergers of manufacturers. Based on the definition, I can

attach a label to each merger indicating whether it is cross-category. This may, however, not

be informative about how a merger affects a single product category. Think of two firms, with

firm 1 being active in the categories A and B and firm 2 being active in the categories A and

C. Both firms are active in more than one product category, therefore they are active cross-

category according to Definition 1. In addition, a merger between these two firms would be

called a cross-category merger. The reason is that there is only one merging firm active in each

of the categories B and C prior to the merger. Although the merger would be a cross-category

merger in my terminology, the merger may also generate effects by reducing competition in

some product categories where the assortment of the merging parties overlapped before the

merger. In my example, this would be category A. To better describe the impact of a merger on

a particular product category, I introduce the following definition.

Definition 3. A product category is affected by a merger if at least one of the merging parties was
active in the category prior to the merger. If only one merging party was active in the category
before the merger, I say that the category was affected “cross-category.” Otherwise, I say that the
category is affected “horizontally.”

The term “horizontally” refers to the terminology of a “horizontal merger” and is frequently

used in the literature to describe a merger between two or more firms in the same market,
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which leads to a reduction in the number of competitors and, thus, usually also in competition.

As I will discuss later, the set of cross-category mergers used in my analysis contains some cross-

category mergers that also affect categories horizontally, but the number of categories is rather

small. Therefore, I will simply exclude these merger-category combinations in my analysis and

focus on the remaining categories without horizontal effects.

3.2 Cross-Category Activities

Table 1: Cross-Category Activities

Panel A: Manufacturers

Number of Firms Number of Categories per Firm Sales Share of Firms

Total Cross-Category Mean Median 75% P. 90% P. Largest 3 Active in 4+ Categories

743 223 2.14 1 2 4 29 31 40 44.15

Panel B: Retailers

Number of Firms Number of Categories per Firm

Total Cross-Category Mean 10% P. 25% P. Median 75% P.

101 101 126.68 125 129 132 133

Although the focus of my analysis is on cross-category mergers, it seems reasonable to

establish some facts about cross-category activities first. Panel A of Table 1 provides some basic

statistics about the activities of the manufacturers. It shows that out of the 743 firms in my

sample, around 70% are active in only one product category. In other words, the average

(median) firm is not active cross-category.

This is also visible from the distribution of the number of categories per firm, which shows

a median of one. The number increases only slightly to 2 and 4 at the 75th and 90th percentile,

respectively. Given that I have 133 categories in my sample, these numbers can be considered

small. This highlights that the remaining 223 cross-category firms are typically active in a small

number of categories.

The large majority of firms that are active in only a few categories is accompanied by a small

set of large firms. These firms can be of substantial size. For example, the product assortment

of the three largest firms spans 29, 31, and 40 categories. Although these numbers are very

large compared to the percentiles listed in Panel A of Table 1, it is important to keep in mind

that they represent only 22%, 23%, and 30% of the universe of categories in my sample.

Contrary to the manufacturers and as visible from Panel B of Table 1, the retailers’ assort-

ments typically cover a large portion of the categories in my sample. As mentioned earlier, all

101 retailers are active cross-category. The median retailer covers all categories except one,

and even the 10th percentile of the distribution of the number of categories per retailer is 125,

which represents almost 94% of the categories in my sample.
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From an economic perspective, the two panels of Table 1 stress the importance of examining

to what extent cross-category effects (and thus portfolio effects) play a role in bargaining and

how they shape the relationship between manufacturers and retailers. For instance, if cross-

category effects are absent, bargaining outcomes solely depend on the market positions of the

firms in a given category (like their market size or their brand valuations). In other words, if

a manufacturer is active in a single category and holds a strong market position, it will also

have a strong bargaining leverage over the retailers. If, in contrast, cross-category effects are

extremely important, the bargaining leverage of such a manufacturer can be expected to be

almost negligible. Even the biggest manufacturer in my sample would have a rather weak

bargaining position because it is active in “only” around 30% of the categories.

Panel A of Table 1 is useful to get a first impression of the cross-category activities of the

manufacturers. It is, however, not per se informative about how these activities look like within

categories. It could, for instance, be the case that most of the cross-category firms cluster in

a small number of categories while other categories are almost unaffected by cross-category

firms. The purpose of Table 2 is to show that this is indeed not the case and that cross-category

activities are a widespread phenomenon.

Table 2: Cross-Category Activities of Manufacturers by Product Category

Number of Firms per Year Share of Revenues

Rank Product Category Total Cross-Category Top 20 Brands Cross-Category Firms Private Labels

1 Cereal - Ready to Eat 6 4 0.56 0.48 0.08

2 Candy - Chocolate 7 4 0.52 0.42 0.03

3 Candy - Non-Chocolate 12 5 0.57 0.35 0.09

4 Deodorants - Personal 8 6 0.79 0.78 0.00

5 Soap - Specialty 10 6 0.69 0.61 0.05

6 Tooth Cleaners 5 4 0.74 0.74 0.00

7 Shampoo - Liquid/Powder 9 5 0.60 0.53 0.03

8 Cookies 8 5 0.63 0.46 0.16

9 Sanitary Napkins 5 3 0.75 0.62 0.13

10 Cold Remedies - Adult 10 6 0.88 0.45 0.28

20 Bottled Water 10 7 0.88 0.65 0.22

40 Baby Formula 5 2 0.80 0.37 0.04

60 Nuts - Bags 17 10 0.86 0.42 0.32

80 Fresh Muffins 13 7 0.92 0.71 0.19

100 Tuna - Shelf Stable 14 7 0.99 0.85 0.11

120 Cream - Refrigerated 13 10 0.92 0.46 0.45

130 Frozen Poultry 15 6 0.93 0.34 0.51

133 Fresh Mushrooms 17 2 0.96 0.02 0.44

Mean Values 12 6 0.85 0.59 0.16

Table 2 presents information about the cross-category activities for a subset of categories.

The selection of categories is taken from Table 1 in Döpper et al. (2023), and categories are

sorted by the number of observations. The value in the first column is the rank resulting from
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this sorting exercise. The first group of categories (up to the horizontal rule) contains the ten

largest categories, while the second part includes a subset of the remaining categories. The last

row shows statistics for the average category.

I first focus on the number of firms that are active in the category (column 3) and the

corresponding number of cross-category firms (column 4). As indicated in the last row, half

of the firms are active cross-category in the average category. Across categories, this ratio

varies substantially, but the number of cross-category firms is usually well above zero. Notable

exceptions exist in the categories “Baby Formula” and “Fresh mushrooms,” where only two

cross-category firms are active. In the first case, this is not surprising given that only five firms

are active in total, while in the latter case, the category seems indeed to be less affected by

cross-category activities.

The number of firms gives a first impression about the activities of cross-category firms

within categories, but it may hide important information because this measure treats all firms

equally. An alternative would be to look at the share of revenues that is captured by the brands

of cross-category firms (column 6). By construction, these brands are a subset of the leading

20 brands in each category; hence, I also report the revenue share of these 20 brands as a

benchmark (column 5). The table shows that the 20 brands account for 85 percent of the

revenues in the average category. The subset of brands owned by cross-category firms accounts

for about 70 percent of this share and almost 60 percent of the total revenues. This means that

cross-category firms tend to be large not only because they offer products in multiple categories

but also because their market coverage within a given category is large.

It is worth noting that the revenue share of the leading 20 brands may also include the sales

of private labels (see column 7 for the corresponding revenue share). Although private label

products are typically treated as being produced by the retailers in IO models, and retailers are

cross-category firms, I do not treat private label products as products sold by cross-category

firms in my analysis. If I included the 16 percent that private labels account for in the average

category, around 88 percent of the revenue share of the leading 20 brands would be associated

with cross-category firms.

Finally, Table 2 shows that across all categories, the revenue share of brands sold by cross-

category firms almost never drops below one-third and is often substantially larger. A notable

exception is the category “Fresh Mushrooms” where cross-category firms account for only 2

percent of the revenues. This is consistent with the initial inspection based on the number of

firms.

3.3 Cross-Category Mergers

The previous subsection shows that cross-category activities of both manufacturers and retailers

are a widespread phenomenon in the US consumer packaged goods retail industry. In this sec-

tion, I will explore the effects of cross-category mergers on directly observable market outcomes
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such as revenues, quantities, and prices. I start my exploration by looking at some statistics that

describe the mergers in my data.

Panel A of Table 3 shows that out of the 139 mergers in my sample, 95 can be classified as

cross-category mergers. Among these cross-category mergers, 57 mergers are suitable for my

analysis. I will refer to them as the baseline sample. The difference between the total number of

cross-category mergers and the baseline sample is mostly driven by missing data on the acquirer

side. In 32 cases, the acquirers are not active in any category in my sample. These mergers

still constitute some form of cross-category mergers since the acquirers are not active in the

same product categories as the targets, and hence, these mergers do not reduce competition in

these categories. However, since my analysis requires information about both merging parties,

I restrict my attention to the baseline sample.13

Table 3: Overview of Cross-Category Mergers

Panel A: Number of Mergers

All Mergers Cross-Category Mergers

Total Total Baseline

139 95 57

Panel B: Characteristics of Cross-Category Mergers

All Mergers Per Merger

Unique Values Mean 25% Q. 50% Q. 75% Q.

Targets 55 - - - -

Acquirers 36 - - - -

Categories (Cross-Category) 115 9.56 3 8 13

Categories (Cross-Category, Target) 68 1.88 1 1 2

Categories (Cross-Category, Acquirer) 105 7.68 2 5 12

Categories (Horizontal) 27 0.47 0 0 1

Brands (Target) 140 2.74 1 2 3

Brands (Acquirer) 643 19.91 5 10 22

Total Sales (Target) - 34.13 3.24 12.35 31.61

Total Sales (Acquirer) - 325.66 36.84 97.60 423.22

Avg. Sales Share in Category (Target) - 0.05 0.01 0.02 0.05

Avg. Sales Share in Category (Acquirer) - 0.09 0.03 0.06 0.12

Panel B of Table 3 provides an overview of the characteristics of the mergers. The second
13There might also be different reasons why firms merge. If an acquirer is not active in any of the 133 categories

in my sample, I cannot be sure that this firm is active in the consumer packaged goods retail industry at all. For
instance, the acquirer could also be a private equity firm.
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column lists the number of unique values for a variety of characteristics across all baseline

mergers. The remaining columns describe the distribution of these characteristics across merg-

ers. Starting with column 2, it shows that the 57 cross-category mergers involve 55 unique

targets. This means that almost all targets were bought only once during the 14 years of my

sample period. In contrast, the set of acquirers is smaller and consists of only 36 firms, showing

that some manufacturers acquire multiple targets. In fact, there are 14 acquirers that conduct

more than one acquisition, and the most active acquirer buys four targets over the 14 years of

my sample period.

Cross-category mergers can affect market outcomes in categories on both the target and the

acquirer side. In total, 115 categories are affected by at least one merger on either side, with

68 categories being affected at least once on the target side and 105 categories at least once

on the acquirer side. This suggests that the acquirers are active in more categories than the

targets. This is also visible from the distribution of the number of categories per merger (rows

3 to 6). While the average merger affects about 9.5 categories, only about two categories are

affected on the target side, and the remaining approximately 7.5 categories are affected on the

acquirer side. This pattern also holds true for the three other percentiles reported in the table.

Row 6 shows that some mergers also affect categories horizontally, that is, both firms are

active in these categories before the merger. However, the number of categories is rather small.

While there are 27 categories being affected horizontally in total, the average (median) merger

shows no overlap in product markets, and even the 75th percentile is only 1.

The fact that acquirers operate in many more categories than the targets could also mean

that the targets are much smaller than the acquirers. There is, however, a caveat to this idea:

the activity of a firm in a category is, per se, not informative about its success within this

category. It could, for instance, be the case that an acquirer is active in many more categories

but that its brands target niche consumer segments and realize only small market shares, while

the target is highly specialized in a single category but is able to capture a large market share.

The remaining rows of the table are used to reject this alternative explanation and to show

that the acquirers are indeed much larger than the targets. The rows present three different

measures to better capture the full extent of what can be described as “being larger”: the total

number of brands, the total revenues, and the average revenue share in a category. All three

measures point to the fact that acquirers are larger. For instance, the average acquirer has more

brands (about 20 vs. 3), realizes larger revenues (about 325 vs. 35 million USD), and captures

a larger revenue share within a category (about 9 vs. 5 percent). This pattern does not only

hold for the average merger but remains valid when looking at an alternative measure for the

average (median instead of mean) and different percentiles of the distribution (25th and 75th).

The asymmetry between targets and acquirers provides further guidance for how I can carry

out the analysis of merger effects. Recall the idea of the portfolio power theory that a cross-

category merger can benefit the merging parties through an improvement in their bargaining
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Figure 1: Histogram of the Pre-Merger Sales Ratio
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position. If the merging firms are highly asymmetric, the shift in the bargaining position is

likely larger for the smaller firm because this firm generated only small revenues before the

merger and thus was highly dispensable for the retailers. In contrast, the larger merging party

generated large revenues already prior to the merger, and its size increased only marginally

through the merger. Therefore, the importance of its assortment does not change a lot from a

retailer’s perspective. In conclusion, this means that my analysis should be primarily concerned

with the effects of mergers on the outcomes of the smaller firms, that is the targets. In addition,

I will use the fact that firms’ activities vary substantially across retailers.

Consider a brand j belonging to a target. I use fj (τ) to denote the ownership of brand j at

point τ . The time variable τ is measured in event time; that is, it takes the value 0 in the year

of the merger. Thus, fj (−1) and fj (0) refer to the independent target before the merger and

the acquirer after the merger. The key metric of my analysis is the ratio of the revenues of the

acquirer relative to those of the target in the year before the merger.

log

(
total salesfj(0),c,−1

total salesfj(−1),c,−1

)
(1)

The indices fj (τ) and fj (0) refer to target and acquirer, while the additional index −1 refers

to the last pre-merger period (in event time). The remaining index c denotes the retail chain

at which the revenues are generated. Note that the index j belongs only to the ownership

variable fj , but does not enter the total revenues as an additional subscript. This means that

the revenues refer to the total revenues of the corresponding firm at retailer c and time −1 and

not just those of brand j.

Figure 1 shows a histogram of the pre-merger revenue ratios (in logarithm). I keep the

observations at the target-acquirer-retailer level, leaving aside that my analysis will take place

at the brand level. The figure shows that most of the observations have a positive value. In

fact, the 33rd percentile is about −0.01, indicating that about two-thirds of the observations are

positive. The mean (1.03) and median (1.07) are both very similar and close to 1, supporting

the fact that the distribution looks rather symmetric.
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One important observation from Figure 1 is that while most of the observations are positive,

there is still a substantial fraction that is negative (about one-third). This is one of the two

reasons that motivates the use of the logarithm in Expression (1) and the subsequent analysis.

If the logarithm is negative, the ratio of the revenues must be smaller than one, meaning

that the target’s revenues at retailer c exceed those of the acquirer. The use of the logarithm

allows for opposing effects; that is, the effect is negative if the target’s revenues are larger and

positive if the target’s revenues are smaller. While I impose this relationship by assumption, it

is supported by my analysis later (see details below). Another advantage of the logarithm is

that it alters the interpretation of the regression coefficients in a meaningful way, allowing me

to consider percentage changes in the ratio rather than level changes.

With measure (1) in hand, I can now state the main specification.

Xjcτ = αjc + γyear(τ) +
∑

ℓ∈[τ ,τ ]

[
β1ℓ + β2ℓ · log

(
total salesfj(−1),c,−1

total salesfj(0),c,−1

)]
·D (τ = ℓ) + εjcτ (2)

The variable Xjct will be the outcome of interest. For now, this will be the logarithm of either

the revenues, quantities, or prices. The indices show the level of aggregation. Observations are

at the brand-retailer-event time level, which means that, as noted in Section 2, I abstract from

regional differences and only exploit the variation across retailers.

As it is common practice in the event study literature, the specification follows a two-way

fixed effects design where αjc captures the brand-retailer fixed effects and γyear(t) the year

fixed effects. The sum operator loops over all event time periods in a time window from 5

years before to 5 years after the merger. Observations before and after this time window are

collapsed into two additional bin categories (τ < −5 and τ > 5).14 The variable D (·) is

a dummy variable taking value 1 if the condition in brackets is satisfied and 0 if not. This

means the variable takes value 1 if the observation belongs to the event time period ℓ. The

coefficients β1ℓ and β2ℓ are supposed to capture the effects of the merger. My sample will

include only the brands of the targets. Hence, the idea is to compare treated to not-yet-treated

brands, assuming that after accounting for the fixed effects and in absence of the treatment,

their developments would follow similar trends. The coefficients β1ℓ capture effects that are

common to all brand-retailer combinations, while the coefficients β2ℓ capture additional effects

arising from pre-merger differences in the bargaining positions of the target and the acquirer at

retailer c. In practice, the β1ℓ coefficients turn out to be usually insignificant and close to zero,

so I will treat them as an additional set of fixed effects.15 The β2ℓ coefficients in the pre-merger

periods are supposed to be 0, with the coefficient in the last pre-merger period (ℓ = −1) being
14I omit the estimates for the bin categories in the following figures. The estimates usually fit the patterns shown

in this paper. For my main Figure 2, I also report the estimates in the table in Appendix A.
15Appendix D compares the results of Figure 2 (black) to a version where I omit the β1ℓ coefficients in the

specification (gray). The results are similar.
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Figure 2: Changes in Sales, Quantities and Prices
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normalized to 0.

The event study literature is currently undergoing significant developments. With this in

mind, I will interpret the estimated β2ℓ coefficients as correlations for now, which may give a

first impression of possible cross-category effects. I will discuss a more sophisticated approach

based on the recent event study literature and the underlying assumptions later. However, the

results will be broadly consistent with the patterns documented based on the initial inspection

of the correlations.

Figure 2 visualizes the results when I estimate the main specification with Ordinary Least

Squares.16 It shows the β2ℓ coefficients for the different time periods. The vertical bars show the

95% confidence intervals, with standard errors being clustered at the merger level. The three

panels refer to the three different measures of interest. It is clearly visible that the estimated

coefficients in the pre-merger time periods are close to zero, independently of the measure

under consideration. This provides some support for the idea that treated and not-yet-treated

brands undergo similar developments before the merger and after accounting for the fixed

effects.

The estimated coefficients for the merger periods are similar for revenues (Panel (a)) and

16Appendix A provides the corresponding table with the estimates.
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quantities (Panel (b)). This refers to both the direction and the magnitude of the estimated

coefficients.17 In contrast, the coefficients of the prices are very close to zero. Although some

of the coefficients are, in fact, statistically significantly different from 0, they can be considered

economically negligible.

The post-merger coefficients for revenues and quantities are positive and increasing over

time. Since both the dependent variable and the pre-merger revenue ratio are in logarithms,

the interpretation of the coefficients relates to changes in percent. If the pre-merger revenue

ratio increases by 1%, ceteris paribus, the revenues (and quantities) of the target’s brands at

the corresponding retailer increase by about 0.1% in the first year after the merger. This effect

increases to about 0.3% 5 years after the merger.

To get a sense of the total effect size, consider the 25th, 50th, and 75th percentile of the

distribution of the logarithms of the pre-merger revenue ratios as depicted in Figure 1, which

are -0.92, 1.07, and 3.07, respectively. The benchmark is a target that has the same pre-merger

revenues at a retailer as the acquirer so that the logarithm of the pre-merger revenues ratio is 0

and there are no cross-category effects. Compared to this benchmark, the cross-category effects

lead to a change in revenues (quantities) by roughly -25%, 39%, and 156% (-25%, 40%, and

165%), ceteris paribus, when evaluated at the three percentiles and at the point estimate.18

These values indicate that the cross-category effects can reach considerable magnitudes.

So far, and as noted above, the analysis documents correlations. The next step is to provide

additional evidence that the effects are also causal. To this end, I make use of recent develop-

ments in the event study literature. I start my investigation of a potentially causal relationship

by discussing the assumptions that would be required for the above analysis to reveal a causal

relationship.19 With the knowledge of which assumptions are unlikely to hold, I can then look

for an alternative approach.

I begin with three assumptions that I deem to be unproblematic. The first assumption is

the “stable unit treatment value assumption” (SUTVA), which says that the treatment status of

one firm does not impact the market outcomes of another firm’s brands. In particular, there

are no spillovers across firms in my sample. This assumption may seem critical at first glance

because mergers clearly impact all firms in the markets in which the merging firms are active.
17Appendix B shows the result of the exercise when I use revenue and quantity shares of the brands within the

product categories as a dependent variable. The results are similar. The result also remains intact if I consider only
a balanced panel with a three-year time window. This is visible from Appendix C that compares the outcomes of
Figure 2 (black) with those of a balanced panel (gray).

18The formula to calculate the effect size is 100 ·
(
exp

(
β̂25 · ratio1

)
− 1

)
, where β̂25 is the point estimate, and

ratio1 is the logarithm of the pre-merger revenue ratio. To derive this formula, let i = 1 refer to the case where
the logarithm of the pre-merger revenue ratio is given by one of the percentiles listed in the text, and i = 0
denotes the benchmark case where the logarithm of the ratio is 0. Let ratioi denote the logarithm of the pre-merger
revenue ratio and yi the variable of interest. The formula results from the following consideration log (y1/y0) =
log (y1)− log (y0) = β25 · ratio1 − β25 · ratio0 = β25 · ratio1 and thus y1/y0 − 1 = exp (β25 · ratio1)− 1.

19The following discussion draws primarily on the survey of Roth et al. (2023). However, due to the fast progress
in the event study literature and the importance of this literature for many fields in economics, there are many other
good surveys available. Another notable one is de Chaisemartin and D’Haultfœuille (2023).
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However, my analysis compares treated to not-yet-treated firms. In particular, I do not follow

other papers studying mergers (like, for instance, Ashenfelter and Hosken, 2010) and do not

use competing brands or private labels for the comparison. This means that the firms in my

sample are usually active in different product categories, so spillovers are unlikely to occur.

The second assumption relates to the absence of anticipation effects and says that a merger

is not allowed to affect the market outcomes of the merging firms’ brands before the merger. In

general, the announcement of a merger does not automatically mean that the merger will be

carried out in the future. There are various reasons why a proposed merger may be canceled

at a later date. For instance, the merger itself requires negotiations between the owners of

the target and the acquirer, and they may fail to reach an agreement. Another possibility is

that a due diligence conducted after the merger announcement uncovers problems with the

target that the acquirer did not anticipate. Because of all these uncertainties in the period

between the merger announcement and the final acquisition, it is unlikely that the retailers will

start offering better deals to the targets and/or the acquirers before the merger actually takes

place. In this context, it is worth noting that in the consumer packaged goods retail industry,

firms often negotiate annually, with some smaller negotiations occurring during the year (for

instance, to coordinate the joint marketing and sales effort; see, for instance, Anderson and Fox,

2019 on the planning of trade promotions). This means that the retailers make commitments

for a relatively long period and may be less willing to respond to rumors in negotiations.

Another line of reasoning is to think of a counterfactual world in which there were anticipa-

tion effects. In this case, anticipation effects would probably be relevant for at most one or two

years. Figure 2 shows coefficients covering up to 5 years before the merger, which means that I

would expect to see pre-trends. However, since my analysis does not provide any evidence for

pre-trends, it renders anticipation effects unlikely.

The third assumption is the existence of parallel trends. Depending on the event study

approach used, this assumption comes in different forms, but the general idea underlying this

assumption is usually similar. Measuring the average treatment effect on the treated requires

comparing the outcome of a treated individual to its untreated counterfactual. This poses a

problem since it is obviously not possible to observe an individual in both states (that is, being

treated and being untreated) at the same time. Therefore, the empirical strategy is to find

an appropriate counterfactual scenario. A simple before-after comparison (that is, a change

within an individual over time) would not be suitable since other variables than the treatment

status may change, and these variables, when not appropriately controlled for, can introduce

a bias. Therefore, the literature usually exploits the presence of untreated or not-yet-treated

individuals, with the idea that their outcomes follow a similar development except for the

impact of the treatment.

While the idea to compare treated to untreated individuals was originally developed for

treatments that occur for all treated individuals at the same time, the literature has also applied
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this approach to so-called staggered adoptions where the individuals are treated at different

points in time. The recent event study literature (in particular Goodman-Bacon, 2021) shows

that this has previously unexpected consequences in the sense that researchers may compare

groups of individuals to each other that they did not intend to compare. More specifically,

treated individuals are compared to other individuals who have been treated earlier. These

comparisons are often referred to as forbidden comparisons. These comparisons can lead to a

bias if the treatment effects are heterogeneous across cohorts, with a cohort being all firms that

are treated in a particular year. This bias can even be strong enough to turn around the sign of

an estimate for the average treatment effect on the treated and thus causes serious concerns.

In the context of my analysis, the assumption that treatment effects are homogeneous across

cohorts is difficult to maintain. In particular, my sample period from 2006 to 2019 covers

the financial crisis and the subsequent recovery phase, so mergers of different cohorts also

experienced different macroeconomic environments.

Figure 3: Changes in Sales, Quantities and Prices
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The above considerations are typically discussed in the context of binary treatments. Call-

away et al. (2021) highlight that continuous treatments—like in my analysis—further compli-

cate the analysis of causal effects. For instance, they require additional assumptions and stricter

versions of some of the previously mentioned assumptions. To simplify my analysis, I convert
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my continuous measure into a categorical variable. More precisely, I use the logarithms of the

pre-merger revenue ratios at the different retailers (as depicted in Figure 1) to split my sample

into three groups. I use the 33rd and 66th percentiles (-0.01 and 2.22, respectively) as bound-

aries. I then apply the estimator of Callaway and Sant’Anna (2021) to each category, treating

the treatment variable as binary and ignoring potential variation in the treatment intensity in

each subsample. The idea of the approach by Callaway and Sant’Anna (2021) is to perform

separate estimations of the treatment effects for each cohort. In each year, the firms that are

treated in that year are compared only to those who have not yet been treated and will not

receive treatment in the time period used for the comparison. The average treatment effect on

the treated is then calculated by a weighted average. Apart from the fact that I use a binary

instead of a continuous treatment, another caveat is that the number of mergers, which I previ-

ously used as clusters for the standard errors, is already quite small in general, and the number

in each subsample is even smaller so that I cluster the standard errors only at the brand level.

Figure 3 shows the result of this exercise. The three lines refer to the different subsamples,

with the blue line referring to ratios below the first tertile, the green line to ratios between the

first and second tertile, and the orange line to ratios above the second tertile. Panels (a) and

(b) show the results for revenues and quantities. Although some pre-merger coefficients are

statistically different from 0 at the 5% level, the figures do not show any meaningful pre-trends

in general. In contrast, the post-merger coefficients show clear trends that fit the results of my

previous analysis. Since the first tertile is roughly 0, the blue line refers to almost all brands for

which the targets have larger revenues than the acquirers at a retailer. For these brands, the

effect size is negative, and the decrease in revenues 5 years after the merger is roughly -78%.

In contrast, targets whose pre-merger revenues are strongly smaller than those of the acquirers

at a retailer experience a strongly positive effect (orange line). While the effect is positive in all

years, the effect is statistically different from 0 at the 5% level in only some years. Evaluated

at the point estimate, the revenues increase by about 92% 5 years after the merger. Finally,

if the pre-merger revenues of target and acquirer do not diverge too strongly (green line),

there seems to be a slightly negative effect immediately after the merger, but no effect (neither

positive nor negative) is visible 5 years after the merger. With respect to changes in prices

(Panel (c)), the coefficients are mostly not statistically different from 0 at the 5% level, and

even those that are statistically significant are economically negligible in magnitude. Overall,

Figure 3 shows similar patterns to those in Figure 2, providing evidence that the previously

documented patterns are indeed causal.

Note that Figure 3 also motivates the application of the logarithm to the pre-merger revenue

ratios. This is because the direction of the effect takes different signs depending on whether

the ratios are above or below 1.

So far, my investigation of the effects of cross-category mergers has focused on the targets.

At the end of this section, I will briefly document the effects on the acquirers. To this end,
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Figure 4: Changes in Sales, Quantities and Prices (Acquirers)
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I estimate a modified version of my baseline specification 2. Since the underlying data now

refers to the acquirers’ brands, it seems reasonable to adjust the ratio measure and to use the

logarithm of the inverse ratio. That is, I consider the ratio of the targets’ pre-merger revenues

to those of the acquirers.

log

(
total salesfj(−1),c,−1

total salesfj(0),c,−1

)
(3)

Based on the analysis of the targets, the initial hypothesis is that an acquirer’s revenues and

quantities increase after the merger if the pre-merger revenues of the acquirer at a retailer are

smaller than that of the target, that is if Expression 3 is positive.

Figure 4 is the analog to Figure 2 and shows the results. The bottom line is that the effects

go in a similar direction but are of much smaller magnitude. Revenues and quantities increase

after the merger, and most of the coefficients are significantly different from 0 at the 5% level.

Interestingly, and in contrast to the analysis of the targets, the magnitude of the change in

quantities is smaller and thus does not (approximately) match that of the change in revenues

(especially in later years). This is because there also seems to be some price effect, although

the magnitudes of the corresponding coefficients are still quite small and can be considered
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economically negligible.

4 Merger Effects on Marginal Costs and Perceived Quality

4.1 Models of Demand and Supply

So far, my analysis has only been concerned with the effect of cross-category mergers on directly

observable market outcomes. In the next step, I use the work of Döpper et al. (2023) to shed

some light on other measures that can be inferred from the data based on assumptions about

demand and firm conduct. To this end, I will first briefly introduce their models of demand and

supply and their empirical strategy. In the following, I adopt the notation and formulas from

Döpper et al. (2023).

The demand side builds on the seminal work of Berry et al. (1995) and is a random coef-

ficient Logit model. As before, let c denote the retail chain and r the region. The variable t

denotes the quarter. A geographic market is defined as a region-retailer combination, which

means that the approach abstracts from retailer competition.20 Since the model will be esti-

mated separately for each category and year, the combined index crt denotes the market level.

In each market, consumers can choose between 0, . . . , Jcrt products, where 0 denotes the out-

side option of not buying any of the products offered by the manufacturers.

Each consumer i is endowed with certain characteristics (like household demographics) and

receives an (indirect) utility of uijcrt when buying product j. The utility of the outside option

(j = 0) is normalized to zero. The utility of the other products is given by

uijcrt = β∗
i + α∗

i · pjcrt + ξjr + ξcr + ξt +∆ξjcrt + εijcrt, (4)

where β∗
i is a consumer-specific constant, pjcrt is the price of product j, α∗

i is a consumer-

specific scalar, and ξjr, ξcr, and ξt are product-region, retailer-region, and quarter fixed effects.

∆ξjcrt and εijcrt are error terms. The first term is typically called the “structural error term”

and captures the reaction of the consumers to unobserved product characteristics, while the

second term describes a random consumer-specific taste shock (“Logit” shock). The presence of

the structural error term leads to an endogeneity problem when taking the model to the data

since unobservable product characteristics might be correlated with observable characteristics

like prices.

A key feature of the random coefficient demand model is that it allows for heterogeneity

across consumers. Döpper et al. (2023) allow consumers to differ in three characteristics: an

unobserved demographic which is standard normal distributed, (the logarithm of) the house-

hold income, and a variable indicating whether a household has children (= 1) or not (= 0).
20Note that this does not mean that this approach completely rules out competition between retailers. Instead,

the other retailers in the same region are part of the outside option.
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The consumer’s utility depends on these characteristics through the consumer-specific parame-

ters α∗
i and β∗

i . The consumer-specific constant βi is allowed to vary in all three characteristics,

while the consumer-specific reaction to prices α∗
i is only allowed to vary by the two observable

characteristics. Formally, this can be expressed by

α∗
i = α+Σ1Di and β∗

i = β +Σ2Di + σvi, (5)

where α and β are the mean parameters that are constant across consumers, Di describes the

observable household demographics, vi is the unobserved demographic, and Σ1, Σ2, and σ

describe the impact of these demographics (that is, the size of the consumer-specific deviations

from the mean parameters).

Each consumer buys the product which yields the highest utility. Taking the random taste

shock into account, the choice probability of consumer i buying product j is given by the typical

Logit expression

sijcrt =
exp (uijcrt)∑

k∈0,...,Jcrt
exp (uikcrt)

. (6)

By integrating over the distributions of consumer characteristics, I can derive the market share

sjcrt of product j in market crt. Finally, multiplying the market share with the market size

Mcrt
21 leads to the quantity qjcrt sold of product j in market crt.

The demand model is combined with a supply side. Manufacturers are assumed to set prices

to maximize (static) profits, i.e., they compete in static Bertrand competition with differentiated

goods. Retailers use a cost-plus pricing strategy and place a constant markup on the prices of

the manufacturer. Under this assumption, the retail markup becomes part of the manufacturers’

marginal costs, and thus, the approach isolates the manufacturers’ markups.

The first-order conditions of the manufacturers’ maximization problem lead to the following

decomposition of the price:

pcrt = ccrt −
(
Ωcrt ◦

[
∂scrt (pcrt)

∂pcrt

]′)−1

scrt (pcrt) , (7)

where pcrt, scrt, and ccrt are vectors capturing prices, market shares, and marginal costs. Ωcrt

is the ownership matrix with entries in {0, 1}. If products j and k are owned by the same

firm, the entries [j, k] and [k, j] take value 1, otherwise 0. The derivative in square brackets

is a matrix that contains the derivative of each market share with respect to each price and

thus provides information about the substitution patterns. Finally, ◦ denotes the element-wise

matrix multiplication (Hadamard product).
21Defining the market size across a large number of product categories and years is a non-trivial challenge. See

Döpper et al. (2023) for details.

23



Equation (7) decomposes the price into the marginal cost and the markup. The markup de-

pends on observable variables (like market shares and ownership) and the substitution patterns

that can be inferred from the demand side. Therefore, it is possible to calculate the markup for

a given set of demand side parameters. Since prices are observed as well, Equation (7) can also

be used to calculate the marginal costs directly.

Finally, as noted earlier, ∆ξjcrt can include unobserved product characteristics, which can

lead to endogeneity problems. The identification strategy will require splitting the marginal

costs into an observed and an unobserved component. To this end, the marginal costs are

decomposed using product-region (ηjr), retailer-region (ηcr), and quarter (ηt) fixed effects.

The remaining part (∆ηjcrt) denotes the unobserved cost shock.

cjcrt = ηjr + ηcr + ηt +∆ηjcrt (8)

4.2 Estimation and Identification

The aim is to estimate the unknown parameters of the demand model, which can be divided

into two sets. The first set, denoted by Θ1, contains the parameters α and β.22 These parameters

describe the mean values of α∗
i and β∗

i and can be used to calculate the so-called mean utility

δjcrt by setting the remaining parameters that determine the consumer-specific deviations to

zero. In contrast, the second set, denoted by Θ2, contains all parameters that determine the

impact of the consumer characteristics, that is, Σ1, Σ2, and σ. For each consumer i and product

j, the difference between the utility uijcrt and the mean utility δjcrt describes the consumer-

specific deviation in the utility space.

Döpper et al. (2023) use a modified version of the nested fixed point estimator of Berry et al.

(1995) to estimate both sets of unknown parameters23. To understand these modifications, it

is useful to consider the mechanics of the estimator first. Consider a given set of candidate

parameters for Θ1 and Θ2. In the first step, the estimator derives the total utility levels for

each product in each market and splits them into the mean utilities and the consumer-specific

deviations. To do this, it requires only information about the market shares, the consumer

characteristics, and the candidate parameters for Θ2 (but not the candidate parameters for Θ1).

With these estimates in hand, it is then possible to use the candidate parameters from Θ1 to

further split the mean utility into its components and derive an estimate for the structural error

term ∆ξjcrt. This structural error term is then usually interacted with instrument variables.

Most importantly, this procedure shows that the estimator uses the candidate parameters for

Θ1 and Θ2 in two steps, where each step uses only one set (either Θ1 or Θ2).
22Technically, ξjr, ξcr, and ξt are also part of Θ1. However, the fixed effects are typically not part of the parameters

estimated with GMM, but are estimated with Ordinary Least Squares for given candidates for the other parameters.
23Apart from the modifications outlined in the following, they adopt some improvements and best practices from

Brunner et al. (2017) and Conlon and Gortmaker (2020)
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Döpper et al. (2023) use this two-step structure to modify the estimation routine in the

following way: In the first step, they use the micro-moments discussed in Section 2 to identify

the parameters for Θ2 that determine the consumer-specific deviations from the mean utility.

The idea is that when the model is evaluated at the true parameters, it should predict these

micro-moments (see Petrin, 2002; see also Berry and Haile, 2020 and Conlon and Gortmaker,

2023 for further details). Recall that a micro-moment describes the characteristics (like the

income) of the average consumer buying a certain product. This means that if consumers

behave differently because of their characteristics, this shows up in the micro-moments. For

instance, if consumers with low incomes are very price sensitive, the average income of a

consumer buying an expensive product should be high. If, in contrast, income does not affect

price sensitivity, the average income of a consumer buying an expensive brand should be similar

to the average income of the entire population.

For each set of candidate parameters for Θ2, the micro-moments can be calculated for each

product and market, and these predicted moments are then compared to the ones observed in

the data. Note that the candidate parameters for Θ1 are irrelevant for this exercise. To see this,

consider the choice probability of a consumer i with certain characteristics buying product j.

According to Equation (6), the choice probability depends on the different utility levels that a

consumer can achieve when buying the different products (including the outside option). The

estimation routine of Berry et al. (1995) can derive these utility levels and split them into mean

utilities and consumer-specific deviations. However, as described above, only the parameters

from the second set are required to achieve this. The remaining parameters for Θ1 can split

the mean utility into its components, but the total mean utility remains unaffected and does

not change in these parameters. If the mean utility is unaffected, the choice probabilities also

remain unaffected.

To summarize, Döpper et al. (2023) can use the first step of the estimation routine of Berry

et al. (1995) to get an estimate for Θ2. In the next step, they are concerned with the estimation

of the remaining parameters for Θ1. Since they already have an estimate for Θ2, they can fix

these parameters in the subsequent estimation routine. In particular, this means that the mean

utilities are independent of the candidate parameters for Θ1 and, thus, remain the same.

With the estimates for Θ2 in hand, Döpper et al. (2023) can derive two measures of inter-

est for given candidate parameters for Θ1. First, it is straightforward to derive the structural

demand-side error term ∆ξjcrt. To do this, they simply have to subtract the candidate parame-

ter for the constant β and the price multiplied by the candidate parameter for α from the mean

utility and then take the fixed effects. Second, with the choice probabilities and the candidate

parameter for α, they can calculate the substitution patterns (∂scrt (pcrt) /∂pcrt) required to es-

timate the marginal costs based on (7). By taking fixed effects, they can then derive an estimate

for the cost shock ∆ηjcrt.

Their key identifying assumption is that the covariance between the two error terms is zero
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for the true parameter in Θ1:

cov (∆ξjcrt,∆ηjcrt) = 0. (9)

MacKay and Miller (2023) and Döpper et al. (2023) discuss (and justify) this assumption in

detail. However, it seems worth briefly pointing out two properties of this approach that make

it desirable for application across so many product categories. First, and in contrast to the

instrumental variables approach used elsewhere in the literature, covariance restrictions do not

require to estimate a first stage. This means that the entire potentially endogenous variation is

exploited while instrumental variables restrict the variation. Second, the choice of appropriate

fixed effects (or other covariates) is important when deriving estimates for the error terms.

The aim is to choose them in a way such that the variation that remains in the error term is

unique to this error term. In fact, Döpper et al. (2023) point out that with their fixed effects,

the variation that remains in the error term is similar to the one used as instruments elsewhere

in the literature. They also achieve similar results when using even stricter fixed effects defined

at the product-retailer-region level.

4.3 Merger Effects on Inferred Measures

Döpper et al. (2023) use the empirical strategy outlined in the previous section to estimate the

parameters in Θ1 and Θ2 separately for all product categories and years. I use their estimates

to infer two new measures that cannot be directly observed from the data. First, I calculate

the estimated marginal costs ĉjcrt based on Expression (7). Second, I construct a measure for

the perceived quality. To this end, I focus on the mean utility δjcrt that a consumer gains from

buying brand j at retail chain c in region r and quarter t, i.e.,

δ̂jcrt = β̂ + α̂ · pjcrt + ξ̂jr + ξ̂cr + ξ̂t +∆ξjcrt, (10)

where the hats indicate estimates. The mean utility has the benefit that it is constant for all

consumers and is independent of consumer characteristics. In other words, it omits variables

related to horizontal product differentiation so that the remaining utility relates to the price

and vertical product differentiation. By subtracting the impact of the price (α̂ · pjcrt), I can thus

infer a measure of the perceived quality. I regress this measure on brand-retailer-region fixed

effects and use the estimated fixed effects in the following. This allows me to exclude seasonal

effects because I get an average value at the annual level. Finally, with both new measures

in hand, I aggregate the observations across regions and quarters so that I end up with one

observation for each brand-retailer-year combination.

It seems reasonable to briefly provide some intuition for the measure of perceived quality. In

particular, it is important to highlight that the perceived quality of a brand may differ from the
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actual quality. As indicated by the name, it depends on the consumers’ opinion of the product.

This opinion may change, for instance, if a brand is heavily advertised. Another factor could

be the shelf space that a retailer allocates to a brand. If the brand occupies a lot of shelf space,

this might be a sign that the retailer “believes” in the high potential of a brand. These (mostly

psychological) factors are not explicitly modeled in the demand model, and identifying each

of them is potentially challenging on its own. Thus, I consider the fixed effects that enter the

mean utility, and hence the perceived quality, as a “reduced-form” approach to capturing the

average consumer’s opinion of a brand while remaining silent about the psychological channels

that lead to such an opinion.

I re-estimate the baseline specification 2 using the new measures as dependent variables.

Figure 5 shows the result of this exercise. The panels in the first row refer to the targets, and

those in the second row refer to the acquirers. In line with the previous analysis, I also use the

adjusted ratio measure (3) for the acquirers.

Figure 5: Changes in Marginal Costs and Perceived Quality
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The first column of Figure 2 shows the results for the marginal costs. Note that I use the

same scaling for the y-axis as in Figure 2 and 4, respectively, to simplify the comparison across

the graphs for the reader. Panel (a) shows that the marginal costs of the targets are, by and

large, unaffected by the merger. Although some coefficients are statistically different from 0 at

27



the 5% level, the magnitudes are so small that they can be considered economically negligible.

Interestingly, this is different for the acquirers. The coefficients for changes in the marginal costs

of the acquirers show a larger dispersion, but almost all coefficients (except the one in τ = 3)

are statistically insignificant at the 5% level. While there seems to be no clear post-merger

trend, the pre-merger marginal costs show (if any) a falling trend over time.

The second column shows the results for the perceived quality. Since quality is defined as

the sum of the fixed effects, which can take both positive and negative values in general, I use

a standardized version of the measure rather than the logarithm as a dependent variable.24

Therefore, I also do not follow the convention to keep the scaling of the y-axis consistent with

those in the other figures.

The results show that perceived quality stays relatively constant before the merger and

increases afterward. While this pattern is rather sharp for the targets, meaning that the pre-

merger coefficients are extremely close to 0 and that the post-merger coefficients are all statis-

tically different from 0 at the 5% level, the pattern for the acquirers is more noisy. In particular,

most post-merger confidence intervals contain 0, even though it is usually close to the inter-

val boundaries. Overall, however, both panels show trends that match the development of the

revenues and quantities.

5 Potential Mechanisms and the Portfolio Power Theory

The previous sections paint a rather clear picture of the impact of cross-category mergers on

market outcomes. First, cross-category mergers can influence the revenues of both targets and

acquirers. The direction of the effect depends on the relative size of the acquirer’s revenues

to the target’s revenues at a given retailer. Second, changes in revenues are almost exclusively

driven by changes in quantities and not by changes in prices. Third, by making use of the work

of Döpper et al. (2023), I find that marginal costs are almost unaffected and that the changes

in quantities can be rationalized within a structural model by changes in the non-price utility

part.

The last section is now devoted to a brief discussion of mechanisms that could potentially

drive the results. I start with two mechanisms that can be subsumed under the portfolio power

theory. The first channel deals with the manufacturers’ bargaining power. The idea is that

a firm’s bargaining power and its ability to influence bargaining outcomes in its own interest

depends on its importance for the other firm’s profit. This idea is formalized in the Nash-

in-Nash bargaining framework, which is frequently used by economists in empirical studies

of bargaining (see Draganska et al., 2010; Noton and Elberg, 2018 for examples from the

consumer packed goods retail industry and Collard-Wexler et al., 2019 for a micro-foundation).

Think of a manufacturer f and a retailer r conducting negotiations over some form of financial
24For the standardized version, I first subtract the mean and then divide the measure by its standard deviation.
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payments (for instance, linear prices or fixed fee payments) captured in a vector µfr and an

effort level efr that describes the effort that a retailer spends on the product of manufacturer

f (like shelf space or in-store promotions). Then, according to the Nash-in-Nash bargaining

framework, they choose these variables to maximize the following expression:(
πf (µ, e)− π−r

f

(
µ−r, e−r

))λ (
πr (µ, e)− π−f

r

(
µ−f , e−f

))1−λ
(11)

πf and πr refer to the profits of the manufacturer and the retailer, and µ and e are vectors

capturing the strategic variables of all bargaining pairs. The parameter λ ∈ (0, 1) captures

the other determinants influencing the abilities of the parties in the negotiations, like, for in-

stance, the negotiation skills of the managers. The superscripts −f and −r refer to a situation

where the bargaining between the firms breaks down so that retailer r does not sell products

of manufacturer f .

The brackets in Expression 11 show the so-called gains from trade, that is, the extra profit

that a firm gains through a collaboration with the other firm. A firm gains bargaining leverage

over the other firm if the extra profit for the other firm increases. Intuitively, if the products of

the other firm are very important for one’s own revenues, a bargaining breakdown would be

very costly, and the incentive to settle the negotiation increases.

A merger between two manufacturers leads to a change in the gains from trade since the

merging firms are now negotiating jointly with the retailers. Before the merger, a bargaining

breakdown with one manufacturer still allows a retailer to settle the negotiations with the other

manufacturer. However, this is not possible after the merger, and a bargaining breakdown will

result in a loss of the products of both firms. This gives the integrated manufacturer a larger

bargaining leverage. Dafny et al. (2019) use a similar reasoning in their analysis of cross-market

hospital mergers.

There might also be other determinants than the gains from trade that play a role in the ne-

gotiations and that could be affected by a merger. In particular, a merger can alter the logistics

of the firms and allow them to operate a better distribution network. One key consideration

could be the ability of manufacturers to reliably manage deliveries. For instance, if the product

of a rather small manufacturer is subject to highly volatile demand and the manufacturer can-

not operate a large distribution network due to its size, the retailer might run out of the product

and the shelf space remains empty whenever a demand spike occurs. An alternative strategy

would be to increase the inventory, leading to increased costs for the retailer. This gives the

retailer small incentives to provide the manufacturer with more shelf space.25 A merger could

give the manufacturers the ability to combine their distribution networks. Apart from potential

(fixed) cost savings, this might increase both the reliability of regular deliveries (e.g., due to
25The marketing and operations research literature has devoted an entire subfield to the question of optimal shelf

space allocation and, hence, forgone profits due to stock-outs have long been an important topic (see Curhan, 1973;
Gilliver and Gordon, 1978; Emmelhainz and Stock, 1991 for examples of early studies on this topic).
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more frequent deliveries and larger truck loads) and the ability to react to irregular delivery re-

quests. These improvements likely depend on manufacturers’ past relationships with a retailer

since the logistical operations have likely developed to serve retailers that were willing to sell

many products from the manufacturers in the past.

Both channels, the bargaining power channel and the improvements in the distribution

network, fit the previously documented patterns in that they depend on the manufacturer-

retailer-specific relationships. Both also fit the portfolio power theory because they do not

depend on the substitutability/complementarity of the products but on the size of the total

sales to a retailer. There are two other explanations that are not related to the portfolio power

theory and that I deem less likely to explain the patterns. Both explanations have in common

that a merger can lead to better access to resources, in particular financial and human resources.

The first explanation is that a merger leads to increased marketing expenditures. As dis-

cussed earlier, marketing activities can also be part of the negotiations between manufactur-

ers and retailers (captured by the effort variable in (11)). Hence, I relate here to retailer-

independent marketing activities. Such activities can change the perception of consumers about

the quality of the products of the merging parties (for instance, due to stronger brand prefer-

ences). Although this channel might seem to fit the patterns at first glance, there is a good

reason to believe that this is actually not the case. This is because my analysis aims to isolate

retailer-specific effects and that retailer-independent marketing activities would have affected

all retailers in a similar manner.26

The same argument applies to potential efficiency gains beyond the previously described

improvements in the distribution network. Such efficiency gains can include improvements in

the production process due to knowledge spillovers or better access to financial resources that

spur investments in new technologies. Efficiency gains are part of a longstanding discussion on

the competitive and anti-competitive effects of (horizontal and vertical) mergers, dating back

to at least Williamson (1968) (see Affeldt et al., 2021 and the references therein for a recent

overview).

In the context of my investigation, there is no evidence for investments in (marginal) cost-

reducing production technologies since marginal costs do not fall after the merger. This does,

however, not necessarily mean that efficiency gains are absent. Another explanation could be

that improvements in production technology lead to quality upgrades at the same or similar

marginal cost levels. However, I can apply the same argument that renders effects through

increased retailer-independent advertising spending unlikely. If the quality improves, the non-

price part of consumers’ utility will increase, but I would expect this increase to be rather similar

across retailers, independent of the target’s or acquirer’s historical revenues to a retailer.

To summarize, out of the four possible mechanisms discussed, only two mechanisms seem

26As mentioned in Section 3.3, the estimated β1ℓ coefficients from my main specification 2, which are intended to
capture retailer-independent effects, are always close to 0 and negligible in magnitude.
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to be able to explain the pattern described in my analysis. These two channels can also be

subsumed under the portfolio power theory.

6 Conclusion

This paper documents the presence, direction, and size of portfolio effects by analyzing 57

consummated mergers of manufacturers in the US consumer packaged goods retail industry

between 2006 and 2019. My analysis focuses on cross-category mergers where the merging

firms have (almost) no overlap in their product portfolio prior to the merger. I exploit the large

heterogeneity in the pre-merger bargaining positions of the targets and the acquirers at the

different retailers (as measured by their pre-merger revenues at the respective retailers) and

provide evidence that manufacturers with weaker pre-merger bargaining positions benefit from

cross-category mergers through increases in revenues, while manufacturers with stronger pre-

merger bargaining positions are harmed and experience revenue decreases. These increases

(decreases) in revenues are almost entirely driven by increases (decreases) in the quantities

sold and not by changes in prices. I show that these patterns can be rationalized within a

structural model by changes in the perceived quality of the products of the merging firms.

Changes in marginal costs do not seem to play a crucial role.

In the last section, I discussed two potential mechanisms related to the portfolio power

theory that help explain these patterns. Both build on the idea that an increase in the sheer

size of the product portfolio can impact the negotiations between the manufacturers and the

retailers. The first channel is that bargaining breakdowns become increasingly costly for a

retailer when the size of the manufacturer increases. This changes the incentives of the retailers

to settle the negotiations with the manufacturers and allows the manufacturers to demand

larger concessions (for instance, in the form of better or more shelf space). The second channel

builds on improvements in logistics because the merging firms can operate a joint distribution

network. The better logistics increase the incentives for the retailers to provide the products of

the merging firms with more and better shelf space since stockouts (or similar problems) are

less likely to occur. Finally, I argue that changes in advertising spending and efficiency gains

are unlikely to explain the patterns.

An open question that I cannot answer at the moment is that of possible policy implications.

To shed light on this question, I plan to use a structural model in future versions of this paper

that will serve two purposes. On the one hand, it provides me with insights into the impact of

portfolio effects on consumer surplus and welfare; on the other hand, it allows me to investigate

whether portfolio effects can be regarded as pro- or anti-competitive in the merger cases I study.
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Appendices

A Estimates of the Two-Way Fixed Effects Regressions

log(Sales) log(Market Share) log(Quantity) log(Price) log(Marginal Cost) Sd. Quality

Ratio in t = -5 0.012 0.009 0.022 -0.011*** -0.048** 0.003

(0.039) (0.041) (0.039) (0.003) (0.016) (0.023)

Ratio in t = -4 -0.005 -0.009 0.001 -0.005 -0.044* 0.009

(0.034) (0.035) (0.035) (0.003) (0.020) (0.016)

Ratio in t = -3 -0.015 -0.018 -0.013 -0.003 -0.030* 0.000

(0.033) (0.033) (0.033) (0.002) (0.015) (0.015)

Ratio in t = -2 0.010 0.011 0.011 -0.001 -0.022 0.000

(0.022) (0.022) (0.022) (0.001) (0.018) (0.009)

Ratio in t = 0 0.086*** 0.083*** 0.086*** 0.000 -0.011 0.034***

(0.015) (0.015) (0.014) (0.001) (0.014) (0.008)

Ratio in t = 1 0.112*** 0.114*** 0.114*** -0.002 -0.046* 0.041***

(0.024) (0.025) (0.025) (0.003) (0.020) (0.011)

Ratio in t = 2 0.187*** 0.182*** 0.188*** -0.001 -0.008 0.075***

(0.036) (0.038) (0.038) (0.004) (0.018) (0.016)

Ratio in t = 3 0.235*** 0.233*** 0.239*** -0.004 -0.055 0.103***

(0.048) (0.050) (0.049) (0.005) (0.035) (0.020)

Ratio in t = 4 0.260*** 0.267*** 0.272*** -0.012* -0.046 0.095**

(0.066) (0.070) (0.066) (0.005) (0.027) (0.030)

Ratio in t = 5 0.306*** 0.309*** 0.317*** -0.011* -0.040 0.108**

(0.074) (0.079) (0.073) (0.005) (0.028) (0.034)

Ratio in t<-5 0.007 0.004 0.020 -0.013* -0.058** -0.007

(0.051) (0.053) (0.050) (0.006) (0.022) (0.024)

Ratio in t>5 0.288*** 0.265*** 0.301*** -0.014** -0.003 0.097**

(0.061) (0.060) (0.060) (0.005) (0.020) (0.029)

Num.Obs. 62537 62537 62537 62537 53615 62468

R2 0.757 0.686 0.818 0.986 0.876 0.656

R2 Adj. 0.728 0.649 0.797 0.985 0.859 0.616

Retailer-Merger FE X X X X X X

Year FE X X X X X X

Period FE X X X X X X

* p < 0.05, ** p < 0.01, *** p < 0.001
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B Effects on Revenue and Quantity Shares

Figure 6: Changes in Revenue and Quantity Shares

(a) Sales Shares

0.0

0.2

0.4

−5 −4 −3 −2 −1 0 1 2 3 4 5
Time Period

(b) Quantity Shares

0.0

0.2

0.4

−5 −4 −3 −2 −1 0 1 2 3 4 5
Time Period

C Results with Balanced Panel

Figure 7: Changes in Revenues, Quantities, and Prices (Balanced Panel)
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D Results without Time Period Fixed Effects

Figure 8: Changes in Revenues, Quantities, and Prices (without Time Period Fixed Effects)
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